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Abstract

The Survivability/Lethality Directorate (SLAD) of the U.S. Army Research Laboratory
(ARL) has developed an information operations vulnerability/survivability assessment IOVSA)
process. The objective of the IOVSA process is to establish a systematic approach that permits
analysis and evaluation of the survivability of military component level and weapon systems that
include information technology (IT) items. The process will apply throughout the life cycle
phases of any Department of Defense (DOD) system that collects, stores, transmits, or processes
classified and/or sensitive but unclassified (SBU) information, as well as commercial
components to DOD systems. The IOVSA process fulfills many of those process activities
required by the DOD Information Technology Security Certification and Accreditation Process
(DITSCAP) by providing much of the required vulnerability information.

The IOVSA plan for a particular system is a focused plan that has been designed to provide
the decision-makers with the necessary information to make informed decisions concerning the
susceptibilities and vulnerabilities of the system to information operations (IO) threats. By
addressing the IO threats, the system will significantly improve its survivability by planning for
both avoiding and withstanding potential problems with I0-based threats. This report discusses
the IOVSA process in detail.
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1. Introduction

1.1 Objective. From 1992 until the present, the Sﬁrvivability/l_.etl'lality Analysis Directorate
(SLAD) of the U.S. Army Research Laboratory (ARL) has developed an Information Operations
Vulnerability/ Survivability Assessment (JOVSA) process. The objective of the IOVSA process
is to establish a systematic approach that permits analysis and evaluation of the survivability of
military component level and weapon systems which include information technology (IT) items.
The process will apply throughout the life cycle phases of any Department of Defense (DOD)
system that collects, stores, transmits, or processes classified and/or sensitive but unclassified
(SBU) information. The process will also address commercial systems that are needéd to
support these DOD systems. Examples include commercial phone, networks, satellites and
allied C4I systems. The IOVSA process fulfills many of those process activities required by the
DOD information technoldgy security certification and accreditation process (DITSCAP) [1] by

providing much of the required vulnerability information.

. 1.2 Scope. The IOVSA process is designed for implementation on all Defense Department
systems and support systems which employ IT and are involved in battlefield operations. This
includes all major, nonmajor, commerciél off the shelf (COTS), and nondevelopmental items, as
well as modifications to systems currently deployed or in production. Most of these systems, if
not all, have new DITSCAP requirements. It must be pointed out that by conducting an IOVSA
on a system, a Program Executive Officer (PEO) or Project Manager (PM) gets a good distance
toward satisfying his/her DITSCAP requirements. Indeed, after conducting an IOVSA, SLAD
would be the ideal place to serve as the certification authority in the DITSCAP process.

The process defined in this document establishes a common approach for conducting an
assessment flexible enough to be applicable to the broad range of military systems in all
branches of the services (U.S. Army, Navy, Marines, and Air Force) at any point in the life cycle
of a system. The current process has evolved from the electronic warfare vulnerability
assessment (EWVA) process [2] and the SLAD information systems survivability assessment
(ISSA) methodology [3].




1.3 Survivability. SLAD is the U.S. Army’s primary source of survivability, lethality, and
vulnerability (SLV) analysis and evaluation support, adding value over the entire system’s life

cycle. SLAD’s objective is to ensure that soldiers and systems can survive and function on the
battlefield. The SLAD mission is to:

« Provide survivability, lethality, and vulnerability analysis and evaluation support over the
entire life cycle of major Army systems and to help acquire systems that will survive

and/or be highly lethal in all environments against the full spectrum of battlefield threats.

« Provide advice/consultation on SLV issues to Headquarters Department of the Army
(HQDA), PEOs/PMs, evaluators, combat developers, battle labs, intelligence activities,
and other Department of the Army (DA) and DOD activities.

« Conduct investigations, experiments, simulations, and analyses to quantify SLV of Army

and selected foreign weapon systems.
» Provide well-documented, timely technical judgments on complex SLV issues.

» Perform special studies and make recommendations regarding tactics, techniques, or
design modifications to reduce vulnerability and enhance survivability and lethality of

* Army materiel.
 Develop tools, techniques, and methodologies for improving SLV analysis.

From 1992 until the present, SLAD has leveraged its traditional technical strengths in
electronic warfare, networking, directed energy, high speed computation, military
communications, the employment of Army systems, and systems engineering and analysis in

order to develop one of the nation’s premier capabilities in information warfare (IW).



1.4 IOVSA Process. An IOVSA may consist of five process activities, as shown in Table 1.
The interaction of these steps is shown graphically in Figure 1. However, there are many factors

that determine whether all activities actually occur.

Table 1. The Five Phases of an IOVSA

| Phase No. Phase Title _
1 System Familiarization
2 System Design Analysis
3 Threat Definition and Susceptibility Assessment
4 Vulnerability Risk Assessment
5 Protection Assessment and Recommendations

System Familiarization
| System Description | {System Architecture |

System Design Analysis Y :

System Data Flow Analysis > Threat Deﬁnltlon

Functionaly | | —pe DT and Susceptibility
Dictionary Diagram Assessment

Y Y
Vulnerability Risk Assessment

Analytical Modeling & Experimental
Assessment Simulation Assessment

Protection Assessment and Recommendations

Figure 1. Interaction of the Five Phases of an IOVSA.

For fielded, mature systems with few or no hardware and/or software updates, a detailed
system familiarization and system design analysis processes may not be necessary. The system
familiarization and system design analysis processes need only be done to the level of detail so
that the information operations (IO) analyst gains the necessary knowledge and data to

understand the system’s mission-critical resources, both hardware and software. The level of



detail to which the system familiarization and system design analysis are done are system
dependent. Similarly, the modeling and simulation process may be impractical for all IT systems

given the current capabilities of existing force-on-force models to incorporate IO considerations

[4].

1.5 DITSCAP. The DITSCAP establishes a standard process, set of activities, general task
descriptions, and a management structure to certify and accredit systems that will maintain the
security posture of the Defense Information Infrastructure (DII). The DITSCAP focuses on
protecting the DII by presenting an infrastructure-centric approach for certification and
accreditation (C&A). The DITSCAP is designed to be adaptable to any type of IT and any
computing environment and mission. The process should be adapted to include existing system
certifications and evaluated products. The IOVSA process fulfills phases I, II, and III of the
DITSCAP methodology. Table 2 maps the steps of IOVSA to particular DITSCAP process

activities.

The DITSCAP is designed to certify that the system meets accreditation requirements and
that the system will continue to maintain the accredited security posture throughout the system’s
life cycle. The users of the system will align the process with the program strategy and integrate
process activities into the system life cycle. While DITSCAP maps to any system life cycle

process, its four phases are independent of the life cycle strategy.

The key to the DITSCAP is the agreement between the system program manager, the DAA,
the Certification Agent (CA), and the user representative. These managers (or “players” per the
DITSCAP CD-ROM) resolve critical schedule, budget, security, functionality, and performance
issues. This agreement is documented in the system security authorization agreement (SSAA)
that is used to guide and document the results of the C&A. The objective is to use the SSAA to
establish a binding agreement on the level of security required before the system development

begins or changes to a system are made [5].
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2. System Familiarization

2.1 Introduction. The IOVSA process begins with the accumulation of all available
information related to the IT system. Related information includes specific technical data,
performance requirements, environment description, program definition, planning information,
IO strategies, and operational requirements to address survivability. During the research portion
of the system familiarization process, the analyst will identify information to be used in

subsequent steps of the IOVSA process.

2.2 The System Familiarization Process. The system familiarization process will
encompass a review of system documentation, as well as discussions with the PEO or the PM
office and its contractors. The purpose is to gain knowledge or data concerning the systems’
mission-critical resources, both hardware and software. System documentation, including the
operational requirements document (ORD), test and evaluation master plan (TEMP), prime item
development specification (PIDS), and software requirement specifications (SRS) will be

reviewed. The process has two components: system description and system architecture.

2.3 System Description. Complete understanding of the system is essential to the JOVSA.
Obtaining system parameter information requires participation of other agencies and individuals
outside of SLAD, so identification of key players mirrors phase I in the DITSCAP methodology.
These elements are critical for system description:

(a) system mission,

(b) system requirements,

(c) system specifications,

(d) information assurance (IA) requirements,



(e) data access policies, and
(f) physical characteristics.

2.4 System Architecture. The system architectural description is a high-level overview of
the types of hardware, software, firmware, and associated interfaces envisioned for the system.
This description should contain an overview of the internal system structure to include the
anticipated hardware configuration, application software, software routines, operating systems,

remote devices, communications processors, network, and remote interfaces.
3. System Design Analysis

3.1 Introduction. There are two components in the process: a system functionality
- assessment and a data flow analysis. The first component maps to those tasks involved in the
registration process activity in phase I of the DITSCAP. The second component addresses
survivability concerns not currently within the DITSCAP process, but which are essential for I0
and IA on the battlefield.

3.2 System Functionality Assessment Process. The objective of the functionality
assessment is to determine if the system can achieve its specific requirements. Analysis of
system requirements and specifications against the system description and architecture permits

determination of whether the designed system meets the intended functionality.

3.3 Data Flow Analysis Process. The data flow analysis will formulate the detailed
program specifications for an information flow model (IFM) of the system under analysis. These
factors will determine specifications for hardware, software, operating systems, protocols,
topology, and interconnections between both internal subsystems and external communications.
The IFM will provide some initial analytical measure of performance of the system for different

configurations and scenarios.




The analysis will be documented in a data flow diagram. The documentation will include
data dictionary and transform descriptions. The data dictionary documents each of the interface
flows and data stores on any data flow diagram. The transform descriptions document the
internals of the data flow diagram processes in a rigorous fashion (usually through the use of

structured English, decision tables, and decision trees) [6].

4. Threat Definition and Susceptibility Assessment

4.1 Introduction. The objective of this activity is to identify the threats and susceptibilities
of a system. The threats and susceptibilities defined in this part of the analysis will be used to
define the vulnerabilities of the system in the vulnerability risk assessment portion of the
process. Any system is susceptible to some extent, with the range of susceptibility extending
from simple degradation to complete physical destruction. The fact that any system is
susceptible does not mean it is vulnerable in the performance of its mission. Threat definition
plays the critical role of determining which susceptibilities can actually result in system
vulnerabilities. SLAD uses a wide array of both intelligence and technical sources to determine
a realistic threat to IT systems. Only threats to which the system component(s) are determined to
be susceptible need to be considered in further vulnerability assessments. Together both the
threat definition and susceptibility assessment form this important section of the overall IOVSA

process.

Susceptibilities are characteristics of a system that a threat might exploit to cause
vulnerability. Vulnerabilities affect mission performance and survivability. The entire IOVSA
methodology seeks to provide recommendations to eliminate and/or mitigate vulnerabilities to

enhance overall survivability.

This step of the IOVSA process provides the basis for performing the vulnerability
assessment analysis required by the certification analysis process activity in phase II of the
DITSCAP, and for conducting the testing required by the certification evaluation process activity
in phase III of the DITSCAP.

10




4.2 Threat Definition Process. Historically, DOD and the U.S. Army have defined specific

classes of threats for IT components of systems including:
(a) compromise or exploitation of information,
o (b) corruption of information with loss of data integrity,
- (c) destruction or modification of information,
(d) denial or interruption of service, and
(e) physical destruction.

Some of the specific threat mechanisms that are considered within the above threat classes

include:
(a) unauthorized user,
(b) insider,
(c) malicious software,
(d) signal intelligence (SIGINT),

(e) radiation intelligence (RINT),

. (f) electronic attack,

(g) conventional weapons,

11



(h) nuclear electromagnetic pulse (EMP),

(i) directed energy weapons (DEW),

(§) nonnuclear EMP,

(k) obscurants,

(1) biological/chemical, and

(m) Other (theft, human error).

Validated threat documents, which relate these classes and mechanisms to individual IT
systems, are oftentimes either unavailable or unreliable. This IOVSA process attempts to
identify relevant threats, as well as their likelihood of occurrence. In the past, SLAD has worked
with the intelligence community, computer emergency response teams (CERT), and the research
community to assure that the most current and valid threats to IT systems are considered in the
IOVSA.

4.3 Susceptibility Assessment Characterization Process. Known susceptibilities of a
specific system are gathered in the susceptibility assessment. Both system components and the
overall system are considered in the process. Due to the technical nature of susceptibilities, a
large number of sources are used in the generation of the susceptibility list for the system. Some
of the sources include:

(a) open source publications,

(b) past tests on systems,

(c) other organizations such as NSA, DIA, and DOE,

12



(d) hacker databases,

(e) system developers databases,

(f) FBI (National Protection Center) database,

(g) system configuration parameters,

(h) network connectivity information

(i) computer emergency response teams (CERTsS), and

() IO laboratories such as SLAD, ARL, and Defense Advanced Research Projects Agency
(DARPA).

The susceptibility list will then be used in the next step in the process (vulnerability risk
assessment) to aid in determining the system’s vulnerabilities. The output of this phase will also

be applied during the modeling effort.
S. Vulnerability Risk Assessment

5.1 Introduction. The objective of this phase is to identify and confirm vulnerabilities
which will impact on the mission of the IT system. Vulnerabilities are the intersection of the sets
of susceptibilities and threats. As part of the risk assessment, SLAD takes the list of all system
susceptibilities generated in the susceptibility assessment and compares it with the list of threats.
If a susceptibility exists that can be exploited, then it becomes a vulnerability. This process
reduces the size and therefore the cost of protecting the system since the list of vulnerabilities is
always smaller than the list of susceptibilities. There are three components in this phase:

analytical vulnerability assessment, modeling and simulation, and experimental vulnerability

13




assessment. This IOVSA phase provides much of the necessary information required by the

certification evaluation process in phases Il and IIT of the DITSCAP.

5.2 Analytical Vulnerability Assessment Process. After the system familiarization and
design analysis have been completed and the threat definition and susceptibility assessment have
been made, the analyst may be in a position to draw some conclusions concerning the

vulnerability of the system. For example:

(a) Within system C if protocol X is used to send a particular packet of size E bits from

component A to component B, and
(b) if thé packet receive buffer in component B is of size D bits, and
(c) if D (the buffer size in bits) is smaller than E (the packet length in bits) or D < E,
(d) then the resulting event (in the case of this example, buffer overflow) is predictable.

An experienced analyst can then predict the result of this, the likelihood of this event,
and the degree to which it could possibly affect the ability of the system to complete its mission.
This assessment is based on previous experimental results and includes no actual
experimentation on the system. An analytical vulnerability assessment lets us leverage
accumulated knowledge regarding previously identified system vulnerabilities for the purpose of
assessing analogous vulnerabilities in the system under consideration. The output from the
analytical vulnerability assessment process forms the foundation for the analytical assessment

process.

5.3 Modeling and Simulation Process. The goal of the IOVSA modeling and simulation
process is to build a simulation of the system in which the known susceptibilities and
vulnerabilities are portrayed as close to the physical system as reasonably possible. All of the
previous processes of the IOVSA, as shown in Figure 1 in section 1.4, provide essential inputs to

the modeling and simulation process. The system familiarization provides both a description of

14




the system and the architectural details of the system and of the individual components. The
system design analysis provides information concerning the functionality of the system and of its
components. The data flow analysis provides information on the data entering and leaving the
system; the internal flow of data within and between its components is also supplied. The threat
definition provides information on the threats that may have an impact on the system or any of
its components.  The susceptibility assessment provides information on the known
susceptibilities that are specific to the system or to any of its components. The vulnerability risk
assessment provides information from two perspectives, analytical and experimental, concerning
the system and its individual components. All of this information is required if the modeling and

simulation is to accurately represent the system and its components.

For the purposes of discussion, a ground platform is used in the following example. This
modeling approach can be applied to any system or system of systems; it is primarily a matter of

scale.

Figure 2 shows the layout of the primary nodes connected to the 1553b data bus within a
ground platform. The specifics about the system and the layout of its components are provided
by the system familiarization. This type of data bus configuration is fairly standard across the
“digital” ground fleet. What is not shown on this figure is the connection from other internal
system components into the data bus nodes. For example, the radios (Single Channel Ground
Airborne Radio System [SINCGARS] and Enhanced Position Location Reporting System
[EPLRS]) do not appear. There are many components that are connected to these nodes through
various means (e.g., serial connections [RS-170, RS-232, RS-422/423, etc.], small computer
system interface [SCSI] connections, personal computer module card interface adapter [PCMIA]
connections, etc.). One of the other items that is missing from the diagram in Figure 2 is the

utility bus; this bus controls the power feeds to the components internal to the platform.

SLAD’s current information flow modeling and simulation efforts use the optimized network
engineering tools (OPNET) Modeler simulation environment developed by Mil 3 Corporation of
Washington, DC. When created in the OPNET environment, the 1553b data bus model appeared

(shown in Figure 3). This model, as with any others created in OPNET, is object oriented and
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modular in design. This model can be reconfigured to accept any number of node and data
buses. There are many user definable parameters within the model, such as bus data rate and bit
error rate. As with most models built parameters with the model, such as bus data rate and bit
error rate. As with models built in the OPNET environment, the wiring of the bus model is a
simple “drag and drop”procedure. Most standard types of interface connection are predefined in
OPNET and it is fairly easy to construct the architecture for the desired model. The blue nodes

in Figure 3 correspond to those pictured in Figure 2.

Figure 4 shows the way that OPNET represents a node from Figure 3, the wiring diagram.
Nodes are comprised of modules that control packet flow and statistic collection. Each node in
Figure 3 has an underlying set of modules similar to those shown in Figure 4; this underlying set

of modules are user configurable and each node can be designed to address specific purposes.
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Figure 4. OPNET’s Representation of a Node.

For each of the modules in Figure 4, there is a process model that defines the behavior of the

module through the use of a state-transition diagram—an example is shown in Figure 5.
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Each state of the state-transition diagram can contain a proto-C code that further defines the
module’s behavior. It is in this proto-C code that the behavior of a module to the specific threats

is incorporated. An example of the proto-C code is shown in Figure 6.
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The sequence of Figures 2—-6 shows how SLAD is addressing information flow modeling and
simulation within an individual battlefield platform. This is a highly detailed approach that
involves modeling the threat situations in the modules of the state-transition diagram. For
example, in the case of the buffer overflow problem that was presented in section 5.2, the
analytical vulnerability assessment process, the cause and effect of this situation has to be

understood in enough detail that a programmer can model the situation using proto-C.

Figure 7 presents data bus utilization as a function of time as an example of how one of the
collected statistics generated by one run of the model might be presented. The user controls how
these collected statistics are displayed and can choose from any number of combinations. These
results can be collected over any number of simulations in order to monitor changes in output

resulting from changes in input.
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Figure 7. Model Generated Results.

Once the basic OPNET representation of the model is created, as in Figure 3, the complex
tasks of configuring the model parameters and loading the desired initial data sets begins. In a
highly detailed configuration of the model, the contents of the messages, which travel across the
data bus, are of concermn. As the scope of the modeling effort changes by moving up the
battlefield hierarchy from a battlefield platform to a small group of networked battlefield

platforms and then on to a large network made up of multiple networks (systems of systems), the
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results generated by the model change. The change of focus is primarily the result of the types
of questions being addressed. Across the spectrum of the military component level and on to
weapon systems, the purposes and the resolution of the investigations vary. SLAD has broken

this spectrum down as follows:

(a) battlefield platform [i.e., Longbow Apache AH64-D, Abrams M1A2 SEP, Bradley
M2A3, tactical operations centers (TOC), etc.],

(b) networked battlefield platforms [i.e., force XXI battle command brigade-and-below
(FBCB2), maneuver control system (MCS), all source analysis system (ASAS), etc.], and

(c) system-of-systems [i.e., tactical internet (TI), military information infrastructure (MIL),

global information infrastructure (GII), etc.].

The models also require different resolution when used at the spectrum, levels. This
resolution difference is a result of the requirements and the unique situations or problems at each

of the levels.

For example, at the platform level the content of the message traveling within the platform is
very important, as is the knowledge of whether the entire message reached its intended
destination in a timely manner. The threat effects occur primarily at the platform or node level;
the communication links between platforms or nodes are the other target of the threats. The
types of questions being resolved at the platform level include whether the platform is reporting
its correct position in the situational awareness messages that it is sending out, does the TOC
send a call for fire to the correct unit, etc. Resolving these types of questions requires knowledge

of messages content.

At the networked platform and system-of-system levels of the spectrum the content of the

messages is much less important, as the content is only utilized at the platform or node level of
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the spectrum. The types of metrics being determined at these higher spectrum levels are

quantities such as message completion rate and bit error rate.

~ Transferring model results between spectrum levels becomes an area demanding detailed
concern. If information is passed up to the networked platform level from the platform level, the
questions addressed must be considered before the data is modified. It should be noted that this
passing, or mapping, of information between spectrum levels is often a nonlinear process due to
the networking architectures. To answer certain questions, (e.g., what is the impact from a
platform incorrectly reporting its position in situational awareness messages?) the content of
messages must remain intact. As specific information, such as platform position is passed up
through the modeling spectrum to determine information such as how and where it is distributed,
the information must then be passed back down to the platform level to determine what impact
the content has on a receiving platform or node. An example of a case where content is not
important or needed may be the investigation of the required bandwidth of a communications
connection. Here, the questions addressed are those such as: What is the message completion
rate? What is the message throughput time? Answer: the information contained in the messages
(or content) has no bearing, and retaining this information may actually slow down the
simulation. By discarding or not even producing content, the questions can be resolved to the
desired level of detail.

The information flow modeling approach has the potential of being of great benefit to the
platform/node develbpers. One of these benefits is in the area of testing contemplated
modifications to system software before actually programming the intended change. The
functionality of the contemplated change can be put into the information flow modeling to
determine if the results are what are intended or whether additional problems result from the
contemplated change. This approach will not only save the platform/node developers’
programmer time, it will also reduce the time demands of resources such as system integration

laboratories (SILs), which are used to ensure that the actual platform or node functions correctly

and reliability.
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This JOVSA process will contribute to the DITSCAP process activities under phases I, II,
and III. Modeling and simulation present several advantages for vulnerability and survivability
assessment work. It is nondestructive, usually cost effective, and flexible enough to
accommodate new “real world” data. It is also ideal for predicting susceptibilities and
vulnerabilities in the composite environment found on Defense Department systems, support

systems, and their components involved in battlefield operations.

5.4 Experimental Vulnerability Assessment Process. This portion of the IOVSA process
consists of an actual field or laboratory IO experiment to either confirm or negate the predicted

results from the analytical vulnerability assessment.

Experiments typically involve a thorough examination of the system configuration,
automated and manual assessment of susceptibilities and vulnerabilities identified in previous
IOVSA processes, and a reliability analysis of operating system and application software. Also,
susceptibilities introduced by application programs are assessed and analyzed in the process.

The purpose of a laboratory or field IO experiment would be to:

(a) identify potential operating system susceptibilities and vulnerabilities (system

configuration, application software, network connectivity, etc);
(b) evaluate the effectiveness of Army C2 Protect tools;

(c) determine survivability of the weapons systems’ platform under specific

denial-of-service attacks; and

(d) provide protection assessment with recommendations on those information warfare

threats that impact survivability.
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Typically during a laboratory or field IO experiment, the following functional layers of IT

components are investigated at both the item and platform levels:
(a) users, operators, and administrators,
. (b) application software,
. (c) middleware,
(1) data base management systems (DBMS),
(2) data communication equipment (DCE), etc...,
(d neWorhng,
(e) operating systems, and
(f) hardware.

An annotated IOVSA experimental test plan template is in the Appendix.

6. Protection Assessment and Recommendations

6.1 Introduction. The objective of this phase is to formally assess susceptibilities and
vulnerabilities of a system with risk management procedures, and then to propose
recommendations for the control, elimination, and/or mitigation of those susceptibilities and

- vulnerabilities. SLAD maintains a laboratory to test the most recent protection mechanisms from
both commercial and research institutions. Research and development to extend and modify
products to suit customer needs is also part of the work performed in the survivability laboratory.

SLAD’s goal is to enhance the overall survivability of the system.
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In general, this IOVSA phase assists in completing DITSCAP phase III requirements.

6.2 Process Activities: Protection Assessment and Recommendation Criteria. DOD
and the U.S. Army have established specific information assurance (IA) criteria that are
mandatory for IO vulnerability and survivability assessments of IT system. Those criteria

include:

(a) availability,

(b) confidentiality,

(c) identification,

(d) integrity, and

(e) nonrepudiation.

The above criteria require that systems have certain properties which demonstrate an ability
to maintain minimum essential system requirements for the completion of a mission and
ultimately survivability. The IOVSA process investigates these properties described in the
Glossary.

6.3 Sample Assessment Recommendations. IOVSA recommendations will fall into three
categories: (1) elimination of a susceptibility or vulnerability; (2) mitigation of a vulnerability
without elimination of the susceptibility; and (3) reduction of a susceptibility or vulnerability
with a risk management evaluation of any residual risk.

The first category of recommendations might involve a suggestion to eliminate host services

or to reconfigure an application. For example, the Unix operating system (OS) out-of-the-box

typically activates many default services in the “/etc/inetd.conf” file. A PEO/PM, who has
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chosen Unix as the baseline OS, may be unaware of the consequences in accepting default
services. Two services in particular, echo and chargen, are rarely necessary for the operation of
an IT system, but both have known vulnerabilities to denial-of-service exploit program attacks.
SLAD analysts would recommend the elimination of the services to preclude any disruption to
the system or any interference in its mission accomplishment. Similarly, the SendMail
application has wide use throughout DOD to provide mail service. The program’s default
configuration may permit an attacker to determine who has a mail account on the server and the
account name. This information could facilitate a brute-force password guessing attack against
the server. SLAD analysts would recommend a reconfiguration of the application to eliminate

this flow of information.

The second category of recommendations might involve a suggestion to mitigate known OS
and application program vulnerabilities, or to configure an application for secure operations. For
example, SUN Microsystems issues numerous advisories identifying known vulnerabilities in its
Solaris OS and suggests either manual fixes or software patches to address specific problems.
While a PEO/PM may implement procedures to incorporate these vendor suggestions into a
formal software upgrade program, flaws in the implementation may result in the failure to install
essential patches, or in the improper configuration of the patch. During an experimental test,
SLAD analysts would determine the specific OS configuration of the system and compare it
against the suggested vendor configuration. Analysts would then execute program attacks to
verify either the success of the patch to mitigate vulnerabilities, or the impact on the system’s
mission performance and survivability in cases where the PEO/PM had not installed a patch.
Similarly, the file transfer protocol (FTP) application is generally an essential application which
has unfortunately experienced several significant vulnerability exposures. SLAD analysts would
examine the configuration of the application and determine if there are known configuration
errors or omissions that would permit a successful attack on the system. The intent would be to
ensure that the application’s configuration is both functional to mission requirements and as
secure as possible to enhance survivability. Since new OS and application program

vulnerabilities may appear in the future, recommendations in this category will seek to mitigate
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known vulnerabilities; but obviously, the susceptibility inherent within any OS or critical

application cannot be eliminated.

The third and final category of recommendations might involve a suggestion to reconfigure
"an OS or application to control a known susceptibility or vulnerability, but with no expectation to
eliminate either condition. For example, there are many denial-of-service attacks, such as the
ping of death and synchronization (SYN) flooding, which exploit host and network services.
These services are essential for operating a system and cannot be eliminated. Additionally,
vendors and software developers may be unable to issue patches which positively mitigate
known exploit program attacks against the services. However, there may exist configuration
criteria which will allow a PEO/PM to control the impact and severity of the attack on a system’s
mission performance. SLAD analysts would examine such services, execute actual exploit
program attacks, and analyze the results. Recommendations might include adopting more robust
vendor configuration controls, utilizing a packet-filtering firewall, or both. The intent would be
to present the PEO/PM with the necessary information to make an informed risk management

decision regarding the overall survivability of a system.

7. Summary

The IOVSA process facilitates a focused effort to provide decision makers with the necessary
information to make informed decisions concemning the IO susceptibilities and vulnerabilities of
their systems. With this information, decision makers can evaluate countermeasures and

protection recommendations to enhance of any system’s ability to perform its assigned mission.

The IOVSA process establishes a baseline for the assessment of IO effects. In an IO
environment, the objective is to protect and defend ones own information, information
infrastructure, and information systems, while taking advantage of the enemy’s information
resources. As discussed in this report, the IOVSA primarily addresses information assurance
(IA) of military component level and weapon systems with information technology (IT) items.

Through the use of component damage or dysfunction metrics, the IOVSA process is quite
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suitable as a means of integrating other threat disciplines. The component damage or
dysfunction can either be transient or permanent in nature. The transient class of threats may
include information warfare (IW), radio frequency directed energy (RFDE), electronic warfare
(EW), electromagnetic environmental effects (E3), atmospherics, and other similar threats. The
permanent class of threats may include conventional ballistics, behind-armor debris (BAR),
shrapnel, directed energy, and other similar threats. The IOVSA process description will become
the blueprint used to incorporate these multiple disciplines into one coherent and integrated IO

survivability analysis methodology.

This IOVSA process fulfills the DITSCAP methodology requirements to the extent that any
designated approving authority (DAA) can leverage these efforts to satisfy various tasks and
steps within each DITSCAP phase, which leads to the certification and accreditation of an IT

system.
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Generic Experimentation Plan for an Information
Operations Vulnerability/Survivability Assessment
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The following experimentation plan is generic in nature and is meant to address information

technology (IT) items that range from single standalone computers to networked battlefield
systems and on to systems-of-systems. This plan will require detailed tailoring for each item or
system under investigation depending on its information systems, networks, operating systems,
application software, and C-2 Protect software. The final procedures used for the

experimentation will be put together in conjunction with the program management office (PMO).

L PURPOSE. The laboratory-type experimentation on IT items has these purposes: (a) to

identify potential operating system susceptibilities and vulnerabilities; (b) to evaluate the
effectiveness of Army C-2 Protect software tools as configured on the weapon system to
mitigate susceptibilities and vulnerabilities; (c) to determine the survivability of the
weapons systems platform under specific denial-of-service attacks; and (d) to provide a
protection assessment with recommendations on those Information Warfare threats which

impact survivability.

I - METHODOLOGY. The methodology for an information operations

vulnerability/survivability assessment (IOVSA) includes five phases: system
familiarization, system design analysis, threat definition and susceptibility assessment,
vulnerability risk and susceptibility assessment, and protection assessment and

recommendations.

IIl. HARDWARE/SOFTWARE/NETWORK REQUIREMENTS. The Survivability/Lethality

Analysis Directorate (SLAD) will furnish two government-owned computer platforms.
These computing systems will have software installed to conduct the analysis. The
weapons systems platform PMO will furnish, or arrange access to the IT items or their
software integration laboratory (SIL). (Note: From here forward, the use of “IT items”
means whichever is applicable—weapon system platform, software integration laboratory,
or both.) The IT items will have all the operating system software, appliéation software,
and C-2 Protect software tools specified by the current IT items’ éonﬁguration

management policy. SLAD will require network and direct connectivity to the IT items
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and the ability to print files and reports from both supplied computer platforms. Both
Ethernet and tactical connections are necessary. A licensed copy of a commercial version
of the scanning tool will be used to scan the IT items. Either the PMO’s copy, if they have
one, or SLAD’s copy will be used. This may require that the network IP addresses on the
weapon system be reconfigured for this scan. SLAD will provide specific IP addresses if
reconfiguration is required. Any routers in the network may require reconfiguration.

SLAD will also require a root account and a nonprivileged account on the IT items.

THREAT ASSUMPTIONS. The threat assumptions considered relevant to the experiment
need to be documented. Intelligence source documents, especially the system threat
assessment report (STAR), should be consulted as a basis for this work. Generalized
- intelligence estimates may also be applicable. For example, if an IT item will have
network connectivity when fielded, the documented threat assumptions should address
general IT item vulnerabilities in a networked environment. Unless there is an essential
reason for including classified defense information within the test plan, referencing the
classified sources is the preferred solution. If the STAR or other validated threat document
is referenced, any deliverables should relate experiment results and recommendations to

these documents.

When designing the experiments, it may be desirable to include where a validated threat is
in appropriate, particularly if the focus is on the identification and potential impact of
susceptibilities. An experiment on an operating system or on a specific application
illustrates this case. Hypothetical threat descriptions may be substituted during the
experiments for verification purposes. Experience shows that during this verification

period, a major portion of the vulnerabilities are discovered.
The experiment assumes these levels of threat exist, whether validated or not, for the

operating system and platform without regard to any specific mission and/or application

program:
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Level 1 — A user has network access, but lacks authorization for any access to the system.

Level 2 — A user has network access and authorized access to the system, but intentionally

exceeds the authorization.

Level 3 — A user has local physical access to the platform, but lacks authorization for

access to the system.

Level 4 - A user has local physical access to the platform and authorized access to the

system, but exceeds the authorization.

EXPERIMENTAL PROCEDURES.

A. Examine the configuration and installation of the approved software tools from the
Army C-2 Protect toolbox and document the results. (Note: Analyzing the
configuration should be done before any testing/experimenting is conducted.)

B. Reconfigure the network IP addresses to the required domain, if necessary.

C. Connect the SLAD computer platforms via Ethernet to the IT items’ network.

D. Test the network connectivity of the SLAD platforms.

E. Test and verify the hardware and software cohﬁguration of the SLAD platforms.

F. Identify and inspect (while logged in as root) all configuration files for the application

software, C-2 Protect tools, and operating system on the weapon system; save the

results.
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G. Identify and inspect (while logged in as root) all configuration files for the operating

system and assessment tools on SLAD’s assessment computers; save the results.

H. Identify (while logged in as root) all executable files for the application software, C-2

Protect tools, and operating system on the weapon system; save the results.

I. Identify and inspect (while logged in as root) all periodic system processes on the

weapon system; save the results.

J. Execute various port scans from the SLAD computers against the IT items; save the

results.
K. Analyze and compare the results of the port scans.

L. Execute the applicable network-scanning tool using a heavy scan template against the

IT items from SLAD’s assessment computers; save the results.
M. Analyze and compare the results of these two scans.

N. Execute additional scans with SLAD modified templates to include one dedicated to

denial of service attacks; save the results.

O. Analyze these additional reports and identify susceptibilities and vulnerabilities for

further experimentation.

P. Execute specific exploit scripts from SLAD’s computers against the weapon system’s

ports and services; save the results.
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. Transfer (as a nonprivileged user) exploit scripts/programs from SLAD’s computers to
the weapon system’s computer. Ensure that the exploit scripts/programs reside in a

nonprivileged account and are not owned by a privileged user.

. Execute specific exploit scripts from a nonprivileged account on the IT items; save the

results.
. Analyze the results of the exploit scripts.

. Connect the SLAD computer platforms via tactical configurations to the IT items’

network.
. Repeat only appropriate procedures from C through S above; save the results.

. Examine, if appropriate, the security configuration of any network router; document the

results.

. Install the appropriate security evaluation software on the IT items; save the results.
. Test the effectiveness of installed antiviral software to detect live samples of malicious
software either through electronic transmission via mail or file transfer protocol (FTP),

or from the mounting of media with infected files.

Note: It is only during procedures W and X that additional software is actually introduced

into the IT items.

Y. During a period in the experimentation process, hypothetical threat descriptions are

investigated for verification purposes. During this verification period, a major portion

of the vulnerabilities are discovered.
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VI. DELIVERABLES. SLAD will analyze all data collected and provide a written assessment
as to the survivability of the IT item under a simulated IW attack. Where applicable, the

assessment will provide recommendations to improve survivability.
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Ability to Maintain
Minimum Essential
System Requirements

Accountability
Authentication
Authenticity
Authorization and

Accountability of
Systems and Users

Availability
Confidentiality

Data Availability

Data Confidentiality

Glossary

The system’s ability to conduct operations in the presence of
unforeseen adverse conditions. This also involves establishing
minimum operating requirements. The user of the system generates
these requirements based on the minimum system functionality needed
to complete mission requirements.

Property that allows auditing of IT system activities to be traced to
persons or processes that may be then held responsible for their
actions. Accountability includes authenticity and nonrepudiation.

Security measure designed to establish the validity of a transmission,
message, or originator; or, a means of verifying an individual’s
authorization to receive specific categories of information.

The property that allows the ability to validate the claimed identity of
a system entity.

A system’s capability to control which subsystems and individuals are
using it. Otherwise, it may be vulnerable to spoofing attacks,
penetrations, and other forms of misuse. After any such attack, the
system’s inability to provide real-time (or at least rapid) accountability
and audit-trail analysis may lead to additional compromises of
survivability.

Timely, reliable access to data and information services for authorized
users.

Assurance that information is not disclosed to unauthorized persons,
processes, or devices.

The system’s ability to prevent disruption in timely access to data,
including sensor data in a control system. Multiple versions of critical
data and alternative sensors can help increase data availability.

The system’s ability to prevent undesired data disclosure. For
example, a penetrator could obtain sensitive data that would
compromise the application’s ability to fulfill its requirements.

39




Data Integrity

Fault Tolerance

Functional
Correctness

Functional Timeliness

Information System

Information
Technology

Infrastructure-
Centric

Nonrepudiation

Real-Time
Accountability

The attribute of data that is related to the preservation of its meaning
and completeness, the consistency of its representation(s), and its
correspondence to what it represents.

The system’s ability to prevent undesired effects resulting from failure
of underlying hardware components, subsystems, or the entire system.
Essentially, fault tolerance is both a system integrity issue and a
system reliability issue. Constructive use of redundancy is essential.
Survivability is a particular concern when the nominal fault tolerance
coverage is expected.

Assurance that a flaw in the application or in the computer operating
system, or a human error in system maintenance, cannot compromise
the application. Good software engineering, development practices,
and system operation are important, but are clearly not enough by
themselves.

Can include strict bounds in hard-real-time systems or best effort
intentions in fuzzy-real-time systems.

Any telecommunication or computer-related equipment or
interconnected system or subsystems of equipment that is used in the
acquisition, storage, manipulation, management, movement, control,
display, switching, interchange, transmission, or reception of voice
and/or data, and includes software, firmware, and hardware.

The hardware, firmware, and software used as part of the information
system to perform DOD information functions. This definition
includes ' computers, telecommunications, automated information
systems, and automatic data processing equipment. IT includes any
assembly of computer hardware, software, and/or firmware configured
to collect, create, communicate, compute, disseminate, process, store,
and/or control data or information.

A security management approach that considers information systems
and their computing environment as a single entity.

Assurance that the sender of data is provided with proof of delivery
and that the recipient is provided with proof of the sender’s identity so

neither can later deny having processed the data.

Can include anomaly detection and audit-trail analysis.



Real-Time
Availability

Risk

Risk Assessment

Risk Management

Survivability

Susceptibility

System

System Availability

System
Confidentiality

Assurance that the real-time processing can be done in a timely way
and that the system is protected against maliciously or accidentally
caused delays. This property includes the real-time availability of the
system, data, and other resources.

A combination of the likelihood that a threat will occur, the likelihood
that a threat occurrence will have an adverse impact, and the severity
of the resulting impact.

The process of analyzing threats to and vulnerabilities of an IT
system; the potential impact that the loss of information or capabilities
of a system would have on national security. The resulting analysis is
used as a basis for identifying appropriate and effective measures.

Process concerned with the identification, measurement, control, and
minimization of security risks in IT systems to a level commensurate

. with the value of the assets protected.

Survivability is the ability of a computer communication system-based
application to satisfy and to continue to satisfy certain critical
requirements (e.g., specific requirements for security, reliability, real-
time responsweness and correctness) in the face of adverse
conditions.”

Technical characteristics describing inherent limitations of a system
that have potential for exploitation by the enemy.

A set of interrelated components consisting of mission, environment,
and architecture as a whole.

The system’s ability to prevent system and communication outages,
including temporary unavailability of resources. Such outages may
include malicious or accidental denials of system service.

The system’s ability to prevent the undesired dissemination or
acquisition of sensitive system code or data, particularly if the
application can be compromised. Otherwise, for example, knowledge
of the system design, a specific algorithm, a piece of code, a password,
a cryptographic key, a network authenticator, or a piece of equ1pment
could lead to a system subversion.

* Neumann, P. G. “Practical Architectures for Survivable Systems and Networks: Phase-One Final Report.” SRI
International, 28 January 1999.




System Entity

System Integrity

TEMPEST

Threat

Threat Assessment

Timely Detection and
Correction of Deviant
System Behavior

User

Vulnerability

Vulnerability
Assessment

A system subject (user or process) or object.

Quality of an IT system to perform its intended function in an
unimpaired manner, free from deliberate or inadvertent unauthorized
manipulation of the system. ‘

Short name referring to investigation, study, and control of
compromising emanations from IT equipment.

Any circumstance or event with the potential to cause harm to an IT
system in the form of destruction, disclosure, adverse modification of
data, and/or denial of service.

A formal description and evaluation of a threat to an IT system.

The system’s ability to reconfigure itself in the face of nontolerated
faults or penetrations. Recovery from serious outages may or may not
be allowed to incur long time delays or human intervention. In cases
where human intervention is not possible, thorough advanced planning
is necessary.

Person or process authorized to access an IT system.

Weakness in an information system, cryptographic system, or
components (e.g., system security procedures, hardware design,
internal controls) that could be exploited.

Systematic examination of an information system or product to
determine the adequacy of security measures, identify security
deficiencies, provide data from which to predict the effectiveness of
proposed security measures, and confirm the adequacy of such
measures after implementation.
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